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Comments by the Interdisciplinary Working Group (AI)² (University Paris Nanterre) on the First Draft General-Purpose AI Code of Practice 
Introduction
On 14 November 2024, the AI Office set up within the European Commission (the “AI Office”) published the first draft General-Purpose AI (“GPAI”) Code of Practice (the “Draft”) and invited stakeholders to submit their comments thereto.
The Interdisciplinary (AI)² Working Group (“(AI)²”), set up within the University of Paris Nanterre (France) and further described below, welcomes the opportunity to submit comments to the Draft, owing to the crucial role that the upcoming Code is called upon to play as a transitional framework, pending adoption of future harmonized EU standards for GPAI models.
Presentation of (AI)²

These comments are presented by the Interdisciplinary Working Group (AI)², set up within the University Paris Nanterre (France), a consortium of forty researchers coming from computer sciences, economics, law, management sciences, mathematics, who are fellows of five research centers represented on the campus of the University Paris Nanterre: 
· CEDCACE (law),
· CEROS (management sciences),
· EconomiX (economics), 
· Modal’X (Mathematics), and 
· LiP6 (Computer Science).
Members of (AI)² recently collaborated on a two-day event dedicated to the interdisciplinary approach to the acceptability of Artificial Intelligence, on November 14 and 15, 2024 (https://economix.fr/fr/colloques-et-workshops/pour-une-approche-interdisciplinaire-de-lintelligence-artificielle).
CEDCACE (Centre de Droit Civil des Affaires et du Contentieux Economique)
CEDCACE members of the AI2 Working Group: Anne Sophie Choné-Grimaldi (Professor and co-director of CEDCACE), Michel Debroux (Law lecturer and associate member of CEDCACE), Katrin Deckert (Assistant Professor), Lauren Leblond (Assistant Professor), Sylvain Jobert (Professor and and co-director of CEDCACE), Sophie Sontag (Assistant Professor).

https://cedcace.parisnanterre.fr/ CEDCACE studies the relationships of subsidiarity, complementarity or exclusion between the classic institutions of civil law, criminal law or procedural law and the techniques specifically forged to meet the needs of business activities. All aspects of economic litigation are covered, whether in terms of substantive or procedural law, in domestic or international relations. Similarly, all aspects of corporate activity are studied. CEDCACE's research is organized around four main areas:

1° Civil law and business life: the impact of reforms ;

2° Digital: the challenges of acculturation ;

3° Enterprise, governance and new economic activities;

4° Judicial, amicable and digital justice.

CEROS (Centre d'études et de recherches sur les organisations et la stratégie)
CEROS members of the (AI)2 Working Group: Hounayda Bakhos (Assistant Professor), Céline Barredy (Professor, codirector of CEROS), Béatrice Bellini (Assistant Professor), Florence Depoers (Professor, codirector of CEROS), Antoine Harfouche (Assistant Professor), Zied Mani (Assistant Professor), Bernard Quinio (Assistant Professor).

https://ceros.parisnanterre.fr/ CEROS is the management science research laboratory of the University of Paris Nanterre. CEROS aims to develop knowledge in management science and to promote the work of its three axes:

1° Corporate Finance: SME financing, financial innovation, risk management;

2° Organization and processes: human resources, control, risk situations;

3° Management, innovation, legitimacy: marketing, strategy, Information Systems.
EconomiX

EconomiX members of the (AI)2 Working Group: Marc Baudry (Professor), Andreea Cosnita (Assistant Professor), Eric Darmon (Professor), Eric Langlais (Professor), Nanxi Li (PhD student), Alessandro Melcarne (Assistant Professor), Jean-Marc Zogheib (Assistant Professor), Messaoud Zouikri (Research Ingineer).

https://economix.fr/ EconomiX is a mix research unit, CNRS and Paris Nanterre University, in economics. The research carried out at EconomiX has a dual aim: to produce theoretical knowledge and to develop applications of economic research to social issues. Research activities are structured around three axes:

1° Behavior, Rights and Welfare ;

2° International macroeconomics, finance, commodities and financial econometrics;

3° Transitions, Environment, Energy, Institutions, Territories.

EconomiX aims to be a pluralist laboratory in several respects: plurality of the themes covered by the research produced, plurality of the approaches to economics to which they are based, and plurality of the methods used. 

LiP6
LiP6 members of the (AI)2 Working Group: François Delbot (Assistant Professor), Valentin Bouquet (Assistant Professor), Thibault Anani (PhD student), Jean-Francois Pradat-Peyre (Professor).

https://www.lip6.fr/presentation/directeur.php LIP6, Unité Mixte de Recherche, CNRS and Sorbonne University, is a computer science research laboratory dedicated to modeling and solving fundamental, application-driven problems, as well as implementing and validating solutions through academic and industrial partnerships. Research is carried out by eighteen teams organized around four cross-disciplinary themes:
1° Artificial intelligence and data science ;

2° Architecture, systems and networks ;

3° Security, safety and reliability;

4° Theory and mathematical tools for computer science.

Modal’X
Modal’X members of the (AI)2 Working Group: Patrice Bertail (Professor), Anoune Mergane (PhD student), Emilie Lebarbier (Professor), Melanie Zetlaoui (Assistant Professor), Ousmane Sacko (Assistant Professor), Cambyse Pakzad (Assistant Professor), El Mehdi Issouani, Matthieu Cornec (Freelance Consulting), Zuzanna Maciszewska (PhD student), Karolina Marek (PhD student).

https://modalx.parisnanterre.fr/ MODAL'X is a mix research unit, CNRS and the University of Paris Nanterre, specializing in mathematics, modeling and optimization. It covers a broad spectrum in the field of probability and statistics. It is also active in harmonic analysis of groups and partial differential equations. Its interdisciplinary approach fosters the emergence of cross-disciplinary research projects in three areas:

1° Statistics ;

2° Probability ; 

3° Analysis.

* * *
The (AI)² group's researches are in line with the philosophy of human-centred and trustworthy AI and are inspired in particular by the guiding principles set out in the AI Regulations of 13 June 2024 (the “AI Act”), namely:  human agency and oversight; technical robustness and safety; privacy and data governance; transparency; diversity, non-discrimination and fairness; societal and environmental well-being and accountability (recital 27).
We consider that transparency and accessibility to a robust, up-to-date, clear and understandable documentation of AI models is a key factor in fostering trust and acceptability of AI systems in accordance with the values on which the European Union is based.

With these guiding principles in mind and owing to the limited time available to prepare and submit comments, our contribution will only address three main issues at this stage, namely (1) the description and taxonomy of the various type of risks likely to affect the operation of GPAIs and lead to possible infringements of the above guiding principles, (2) a number of targeted suggestions to provide greater details for the items listed in the documentation table in pages 10-13 of the Draft and (3) some remarks on the ways in which this documentation could be made more accessible to all interested parties, including final users.
1. Risks

Artificial intelligence (AI) and the algorithms on which it is based are influencing our daily lives, the way we work and the way we take care of ourselves. While there is no denying of the major advances that have been made in the field of medicine, notably in the automatic detection of patterns in medical imaging (tumors, melanoma, etc.), in the progress of autonomous vehicles or automatic translation or text generation/translation (chapt-gpt, deepL) it should be remembered that algorithms, particularly those used in statistical learning to make “automatic” decisions, are not neutral, and their validity depends on very strict conditions being met with regard to the data that feeds them. Actually to measure systemic impact of IA, algorithms should not be analyzed by themselves (as we do in mathematics) but always with regards to the data they are using and according to the goal we want to achieve . An algorithm is not always transferable and a method can give good results on a specific fields/dataset and be totally inefficient on other type of data.   

Multiple sources of bias in statistical learning 

In an era of large-scale, heterogeneous data collection (known as “Big Data”), the conditions of mathematical algorithm are rarely met, either practically or theoretically, and this can lead to significant biases. The algorithms themselves can reinforce them, leading to some forms of discrimination based on age, sex or ethnicity, as shown by numerous recent examples in facial recognition, genetics, automatic sorting of curriculum vitae, etc.... Together with colleagues from Telecom-Paristech and MODAL’X university Paris-nanterre (see https://www.telecom-paris.fr/algorithmes-biais-discrimination-et-equite, HRM 28, 2018) we have put together an illustrated panorama of biases, ranging from the most obvious… 
· cognitive bias (even with constraint imposing strict fairness), it is very easy to see that language is the vehicule of many prejudices : it is very difficult or impossible to totally removed such  preconceived ideas).  

· selection bias, i.e. the absence or poor representation of parts of the population . This kind of bias is well analyzed and can be removed under very specific assumptions

· bias due to the omission of key variables

… to  more complex forms (due to the wrong use of models faced to the characteristics of the data) :
· non-stationarity of data (the phenomenon is the same as in spurious regression, Non stationarity data create some trends which are always correlated. A simple exercise consist in generating independent random walks: an IA algorithm will always find correlation where there is independent behavior.

· endogeneity of variables,. This phenomenon is well known in economics (caused by simultaneity of variables, such as offer and demand) and very rarely taken into account in IA. 

· censoring/truncations phenomena.

How do we decide on acceptable error control for individual data?

AI algorithms in many fields can essentially be used to decide (healthy/not healthy, remission or not, reliable/non reliable etc.), classify (types of disease, reaction, etc.) or predict (the effect of a drug according to individual characteristics, the development of a disease, tokenization in linguistics and Large Language models  etc.): all these tasks can in fact be seen as prediction tasks (KNN, random forest for predicting a label, unsupervised classification for predicting several labels) based on training dataset (usually historical data which question the stationarity of the data at hand). An algorithm will be efficient if it makes few errors in terms of prediction, but it is then necessary to specify the acceptable levels of error, since 0 risk is unrealistic in a statistical learning (and AI) approach. Remember that there are two types of error:

· Type I or false-negative error (probability of not detecting a disease, a phenomenon, etc.)

· Type II or false positive error (probability of wrongly detecting...).

What is the most important error to control: I, II or a combination of the two? Determining the acceptable thresholds for these non-symmetrical errors is in itself an important ethical problem, which has to be discussed on a case-by-case basis. It should be noted that even with the most sophisticated algorithms, these errors are far from being negligible in practice: is a type I error of the order of 5% for random forest algorithms, or 1% or even 1°/°° with neural networks (considered excellent for detecting handwritten digits) acceptable when it comes to human beings? As an example the error rate (type I) for detecting an individual in the Indian society using the universal identification program based on  biometric data (the Aadhaar program, developed in France by Safran) is of order 1°/°° which means that more than 13 million of individuals (most of them having darker skin) are out of the system.
Towards efficient and fair AI...

If neutrality is impossible to achieve, the least we can ask of AI is that it be not only efficient, i.e. with “low” error rates (to be specified), but also fair.  The results must not discriminate between people on the basis of legally protected attributes such as ethnic origin, gender or marital status.  It should be remembered that the under-representation of African populations (or Asians until the 90s) or native Indians in South or North America  was and still is one of the main sources of bias in genetic studies. Without ethnic origins of the people in the dataset this kind of bias cannot be corrected. This  argues in favor need of a label evaluating the pertinence of the algorithm  for the considered data and the task. 
How and by whom will the algorithms be evaluated, and who will be responsible in the event of obvious discrimination, harm or criminal prosecution? 

AI and individual data collection: how can we guarantee individual freedom and fairness with regard to algorithms?  

Bias correction techniques (similar to a posteriori calibration techniques used in surveys) also rely on exhaustive knowledge of certain variables across the entire population. But for this, sensitive information is needed to check that the basic data is not biased in some way, for example, by under-representing certain categories of people.  While this may seem possible with gender, it is virtually impossible in France, for example, with ethnic origin, given the French Data Protection Act of January 1978.  Given the potential importance of this type of discrimination, a genuine ethical assessment of AI techniques in healthcare cannot afford to overlook an in-depth discussion of the collection of so-called “ethnic” statistics and, more generally, of “prohibited” individual variables that could influence a diagnosis. Omitting this type of information can be a potential source of bias for AI. 
Refusing to “measure diversity”, however subjective, can prevent any possible correction of bias. AI in healthcare system, particularly for disease diagnosis, will only be able to work well and fairly if the granularity of the data provides an almost intimate knowledge of patients, but this will undoubtedly be to the detriment of their data protection: finding a balance between fairness and individual freedoms will undoubtedly be a major challenge for many fields.  

An approach to mitigate biases by Human centered AI

The main challenge today in human-computer interaction is integrating human skills and knowledge with diverse AI algorithms. A significant sustainability challenge in AI is the demand for more collaborative, interdisciplinary, and robust scientific engagement in designing AI architecture, training AI agents, explaining hypothesis validation, and the ongoing use of AI.

We can address various biases by creating human-centric applications through human-AI collaboration. Our approach (Harfouche & al. 2023) focuses on intelligence augmentation, where computers enhance human intelligence and vice versa. Human-centered AI can be designed to continuously collaborate and learn from human input while offering explainable and interpretable predictions. Explainability is crucial for a human-centric approach. This approach allows humans to control and continuously enhance the performance, robustness, fairness, accountability, transparency, and explainability of AI applications.

This approach must adapt to the collaboration mode between AI tools and humans. Various collaboration typologies have been established, enabling us to suggest corresponding levels of explainability to reduce bias. We believe these typologies will significantly aid in defining best practice guidelines and will be able to make comparisons between AI systems
Human-centered AI requires a special design involving collaboration among data scientists, field experts, and end-users. Traditionally, user participation in designing information systems is limited to needs analysis and final user testing. In the human-centric AI approach, participation is required from experts and final users throughout the process: data preparation, training, testing, and prediction. To control AI biases, a comprehensive design involving these three actor types must be proposed. This design will enable the comparison of developed projects and AI systems.
For more information : Harfouche A., Quinio B. Buggoti F. (2023) “Human-Centric AI to Mitigate AI Biases”, the Journal of Global Information Management (JGIM), 31 (5), pp.1-23. ⟨10.4018/JGIM.331755⟩. ⟨hal-04263509⟩
2. Suggestions to provide greater details for the documentation drawn up by Providers
a. Architecture of AI systems

i. Machine Learning Pipeline
We ask legislators to define a normative pipeline structuring the entire lifecycle of artificial intelligence (AI) systems, from data collection to the deployment of models. Such a framework would provide a clear and shared vision of the key stages in AI development, enabling various stakeholders—researchers, developers, regulators, users, and others—to position themselves and intervene effectively at each step.

This normative pipeline would not only help structure AI development practices but also clarify the responsibilities of each stakeholder at every stage. Developers could ensure their technical choices comply with regulatory requirements; regulators would have a common framework to assess compliance; and end users would benefit from enhanced transparency regarding the deployed systems.

ii. Generic Nature of Architectural Descriptions
We wish to draw the legislator's attention to the importance of maintaining a technologically neutral approach when drafting requirements for describing the architectures of artificial intelligence (AI) models. Currently, AI systems, particularly Large Language Models (LLMs), predominantly rely on deep neural networks with specific structures such as layers. However, it is not inconceivable that other technologies, yet to be discovered or under development, may achieve similar or even superior results without relying on neural networks.

To ensure that the regulatory framework remains relevant and adaptable to future advancements, it would be prudent to avoid limiting the focus to concepts specific to neural networks, such as the types or number of layers. Instead, the text should require a comprehensive and explicit description of the AI architecture, regardless of the technological paradigm employed. This should include details about the general structure, operating principles, active components during inference, and other relevant technical specifications tailored to the technology used.

iii. Requirement for Transparency in Data Preprocessing Stages
We urge legislators to mandate that all modifications made to raw data, collectively referred to as preprocessing, be explicitly described and explained by the stakeholders responsible for artificial intelligence (AI) systems. Preprocessing is a critical step in data preparation, aimed at addressing imperfections inherent in data collection processes and making the data usable for AI models. However, if these transformations are not clearly documented, they can introduce biases or hinder the understanding of the results produced by the models.

Consider the example of health studies involving cohorts of patients from multiple countries. Raw data on individuals’ height and weight, collected in metric systems (centimeters and kilograms) or imperial systems (inches and pounds), require harmonization to ensure their correct interpretation by AI models. Without explicit documentation of these conversions, it would be impossible to verify whether adjustments were made correctly or if errors might have biased the analyses.

We recommend that legislators impose the following requirements regarding data preprocessing:

· Description of preprocessing stages: Stakeholders must detail all transformations applied to the data, such as handling missing values, correcting inconsistencies, removing duplicates, or standardizing scales.

· Justification for choices: Each modification must be accompanied by a clear explanation of its rationale, aligned with the specific objectives of the AI models.

· Traceability of adjustments: It is essential to provide verifiable information about the methods used for each step, such as normalization algorithms, cleaning criteria, or imputation approaches.

· Impact evaluation: Stakeholders should assess and communicate the potential effects of preprocessing on the final model results, particularly in terms of bias or information loss.

By ensuring complete transparency in data preprocessing, legislators would promote more rigorous and responsible development of AI systems. This requirement would also enable stakeholders, including regulators and end users, to better understand and oversee decisions made throughout the data lifecycle, thereby strengthening trust in AI technologies.
b. Challenges Related to the data

i. Geographic Origin of Data in Machine Learning
One of the major challenges in the development and international deployment of artificial intelligence (AI) systems lies in the legal and cultural differences surrounding the collection and use of data across countries. Consider the example of ethnic statistics. In the United States, the collection and analysis of data related to ethnic origin are permitted and often used for studies or to ensure fairness (e.g., in recruitment processes or facial recognition systems). However, in France, the collection of such data is strictly regulated or even prohibited.

This divergence presents a significant challenge when AI systems are developed in a context where such data is accessible (e.g., in the United States) and then deployed internationally, including in countries like France. If an AI model is trained using ethnic characteristics available in the U.S., it risks introducing biases or inequalities when used in contexts where such data is neither collected nor legally recognized.

A thorough reflection and appropriate technological and regulatory adjustments are necessary to ensure that these systems align with local contexts while maintaining their effectiveness.
ii. Temporality of Data
Data used in artificial intelligence (AI) models has a validity period that depends on its nature and the context in which it is utilized. Ignoring this "expiration date" can lead to inaccurate predictions and undermine the relevance and ethical integrity of the results produced. Indeed, using outdated or inadequate data can negatively affect both the performance of the models and the trust placed in AI systems.

Data can generally be categorized into two types based on their temporality. Some, like stock market or weather data, have an inherently short validity period because they reflect phenomena that evolve rapidly over time. Others, by contrast, may remain useful over a longer period, such as medical recommendations. However, even long-validity data must be interpreted in light of socio-cultural contexts and scientific or technological advancements that can alter its meaning or relevance.

When a model is trained on outdated data, it risks reproducing obsolete behaviors or systemic biases that no longer align with current expectations or standards. Such issues can lead to inaccurate predictions and diminish trust in the specific AI system, and by extension, in AI technologies as a whole. This highlights the importance of rigorous data management and the continuous adaptation of models to current realities to ensure their reliability and acceptability.
iii. Open source AI
The Open Source Initiative (OSI), an organization dedicated to promoting and safeguarding the principles of open source software, has strongly criticized Meta for labeling Llama as open source. Stefano Maffulli, the executive director of OSI, denounced this designation as misleading, claiming that it "pollutes" the term "open source." The OSI points out that, although the weights of the Llama models are accessible, the restrictions on commercial use and the lack of transparency regarding training data fail to meet the criteria established for true open source qualification.

The OSI has defined clear standards for what constitutes an open source project. These standards require the complete disclosure of source code, including training data and algorithms. According to these principles, a project can only be considered open source if it allows unrestricted use, including in commercial contexts.

It is therefore essential for legislators to propose an official definition of open source, free software, and the status of data. Data, like code, must also be free and open to ensure transparency and adherence to the fundamental values of open source. Such an initiative would provide much-needed clarity and a coherent classification of artificial intelligence systems, thereby strengthening trust in their development and use.
Towards a more sustainable AI

One additional sustainability issues is to be more transparent about the energy consumption of IA process and data storing (distinguishing cold and hot data). These type of measure will challenging the IA designer and will make consumer more responsible for the iA use. Better data standardisation seems to be a more efficient solution to avoid energy consumption but also better data management all along its entire life cycle. 

Impact evaluation: Stakeholders should assess and communicate the potential effects of preprocessing on the final model results, particularly in terms of bias or information loss and transparency as a scoring for global energy consumption. 

3. Suggestions to foster the general public trust towards GPAI, through an improved accessibility to the documentation drawn up by Providers and a limited number of rules facilitating actions in case of damage
(AI)² agrees with the statement contained in the Draft, echoing the AI Act (recital 101), that providers of GPAI have a particular role and responsibility along the AI value chain, as the models they provide may form the basis for a range of downstream systems. This is particularly true for providers of GPAI with systemic risks (Draft, Preamble, recital h)).

In this perspective, while the Draft and the upcoming Code will not impose binding legal obligations by themselves, they do have a crucial role in guiding the future of general-purpose AI model development and deployment.   

Against this background, we consider that the effectiveness and trustworthiness of the Draft and the upcoming Code would be greatly enhanced with the inclusion of specific commitments by GPAI providers, designed to allow interested parties, other than those already mentioned in the table contained in pages 10-13, to have access to the documentation listed in this table in specific circumstances.

We therefore recommend that (i) end-users be allowed to obtain this documentation upon a reasoned request in the event of an actual or reasonably forseeable dispute following damage suffered as a result of an AI action/decision/recommendation; and that (ii) consumer associations have the same right in the event of actual collective actions.

Furthermore, we consider that the particular responsibility of GPAI providers (and more specifically that of providers of GPAI with systemic risks) would risk to fall on deaf ears, absent effective measures allowing end-users, in certain special circumstances, to hold providers liable in the event of legal proceedings following damage suffered as a result of an AI action/decision/recommendation.

Such measures would benefit from being inspired by the mechanisms contained in the proposed directive COM(2022) 496 final of September 28, 2022 and, in particular, by the proposed articles 3 (“Disclosure of evidence and rebuttable presumption of non-compliance”) and 4 (“Rebuttable presumption of a causal link in the case of fault”), subject to the conditions and limitations provided by these provisions.

* * *
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